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ABSTRACT 
The detailed flow behaviour around a four-hole Cobra Pitot pressure probe, developed by the 
Commonwealth Scientific and Industrial Research Organization, Australia, (CSIRO), to determine the 
pressure and the velocity components in three dimensional single-phase/multi-phase fluid flow, is 
investigated computationally. The incompressible steady state Navier-Stokes equations are solved 
numerically using a general purpose computational fluid dynamics (CFD) code developed at CANCES. 
Computational results are presented for representative probe pitch and yaw angles at a Reynolds number 
= 2 x 103, emphasising the pressure distribution and flow separation patterns on the probe tip adjacent 
to the pressure ports. Quantitative comparison of the computational simulation to experimental results is 
done by comparing experimental calibration data to numerically computed pressure responses. The 
topological features of the near tip flow behaviour are visualised using critical point concepts and three 
dimensional streamlines. Additional qualitative comparison to experiment is discussed using data from a 
preliminary experimental investigation using surface oil film visualisation techniques, where available. 
Conclusions are drawn concerning the near tip flow behaviour, the good level of agreement between the 
numerical results and experimental data and the effectiveness of using a computational analysis to provide 
accurate detail useful for engineering design purposes. 
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INTRODUCTION 

The use of CFD (computational fluid dynamics) codes in industrial flows is now widely accepted 
as being a cost effective and time efficient alternative to more traditional methods of fluid flow 
investigation such as experimental measurements and theoretical analysis1. Modern engineering 
designs of fluid flow components usually involve complex geometries, turbulent flow and multiple 
phases. The high cost and technical difficulties associated with physical simulations or full scale 
experiments on prototypes are reasons why computational modelling is being more widely used 
in product design and analysis. In a computational simulation the complete fluid behaviour 
becomes known down to the scale of the computational grid mesh. This paper demonstrates 
the capabilities of CFD by examining in detail the flow behaviour around a device which itself 
is used to gather experimental fluid measurements, namely a multi-hole pressure probe. Typically, 
an experimental apparatus obtains valuable information about the overall flow from only a few 
measurements, for example, a four-hole pressure probe provides only four discrete pressure 
readings. In contrast a computational simulation has the capability, subject to the accuracy of 
the turbulence model, of providing predictions of all the relevant variables such as velocity, 
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pressure and turbulence intensity throughout the domain of interest, without the disturbance 
caused by the probe itself2. This capability makes a computational approach suitable for 
engineering design purposes. Knowing the fio>v behaviour at all points, and having the ability 
to vary any aspect (geometrical or otherwise) of the apparatus, makes it possible for the designer 
to investigate proposed changes quickly and efficiently. It therefore becomes economically feasible 
to produce an optimized design, because there is no need to build a large number of prototypes. 
Since the flow behaviour is coupled throughout the domain, the availability of the detailed 
computational predictions allows the confirming physical prototype measurements to be kept 
to a minimum. 

To provide some background information on the usefulness of multi-hole pressure probes 
some well known measurement techniques are discussed briefly. The experimental measurement 
of mean fluid flow quantities can be carried out by several well known apparatus, such as laser 
Doppler velocimeters (LDV), hot wire probes and multi-hole pressure probes. Each has 
advantages and difficulties associated with their usage. The laser Doppler velocimeter is a 
non-contact system which can be used in highly turbulent flows3. Coherent laser beams intersect 
to form a measurement ellipsoid, through which the velocity of a light scattering particle can 
be measured. It has the disadvantages of extremely high capital cost, and difficulty in seeding 
the flow. It has problems in bias of more probable detection of higher velocity particles4, and 
problems of spatial resolution in high subsonic and supersonic flows. Current LDV apparatus 
are too expensive, lack robustness, and are generally too bulky to be used in anything other 
than in experimental laboratory work. A promising area of work being undertaken by the CSIRO 
is the development of a particle image velocimetry (PIV) technique5-6 which is a more robust 
technique than LDV and provides field rather than point velocity information. 

The hot-wire anemometer is another experimental device for measuring the mean fluid flow 
quantities7. It is a lot less bulky than the LDV, and has a lower capital cost compared to the 
LDV by a factor of ten. It can very reliably measure the mean velocity and the Reynolds stresses 
as demonstrated by Hooper8. It is available in multi-sensor probe designs to resolve the total 
velocity vector within a cone angle of up to 30 degrees. It has several disadvantages, namely 
probe fragility and non-linearity of response at low flow velocities. There is also the calibration 
drift caused by contamination of the probe, mechanical damage to the probe surface and changes 
in ambient temperature. The extreme fragility of the hot-wire probe precludes its successful usage 
in industrial type flow situations. 

The use of multi-hole Pitot pressure probes has shown them to be a robust and highly portable 
experimental measurement system, being very suitable for use in both laboratory and industrial 
situations, at moderate capital cost. Multi-hole pressure probes are used to measure fluid static 
and total pressure, along with the mean fluid velocity and direction9. Several probe geometries 
have been used to measure three-dimensional flows, including hemispherical and spherical shaped 
probes10, and conical tip probes11-12. The number of pressure holes on the probe tip varies, 
with Wright10 using five holes and Everett and co-workers12 working with a seven hole probe. 
A common configuration is a five hole pressure probe, composed of five tubes interconnected 
to form a solid tip. In order to minimise the flow disturbance, the probes are made relatively 
small, with five-hole pressure probes usually around 2 to 3 mm in diameter. Ligrani et a/.13 

discusses miniature five-hole pressure probes with tip diameters of about 1.22 mm, used in small 
confined areas and where the scales of turbulence are also small. Research undertaken by the 
CSIRO14 concerning the frequency response of the coupled pressure transducer, pressure lines 
and probe orifices shows that both the larger scale turbulent structure and the total mean velocity 
vector of a flow can be determined by a multi-hole pressure probe. A more recent development 
is the use of a four-hole pressure probe to simultaneously measure the mean and fluctuating 
turbulent velocity components, along with the mean and dynamic component of the static 
pressure, at a point in a turbulent flow up to a frequency of 1.5 kHz15. The LDV and hot-wire 
anemometer cannot measure simultaneously the local mean and fluctuating pressure. Hooper 
et al.15 have used, as an example, the measurement of the turbulent flow in a swirling jet to 
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demonstrate the capabilities of this high frequency pressure probe. The experimentally measured 
time record of the turbulent velocity components and static pressure in principle permits the 
calculation of any moments of these components, subject to the spatial and temporal resolution 
of the probe. The experimental system will facilitate testing of computational turbulence models. 

The particular probe to be investigated in this paper is the four-hole Cobra pressure probe 
originally proposed by Shepherd16. This probe has a tip shaped like the frustrum of a pyramid, 
Figure 1. Three side holes surround a fourth central hole, with the three side faces ground flat 
to 45 degrees. The shaft has a 'J' configuration that maintains the probe tip at a fixed point 
whilst rotating about the shaft axis. Shepherd also discusses the relative merits of the four-hole 
Cobra probe as opposed to using five or more pressure ports. A four-hole probe has advantages 
over a five-hole probe in that less measurements need to be made during calibration and 
operation, less pressure readings are required, no redundant information is present, and a simpler, 
smaller probe can be manufactured. Only four independent pressure readings are needed since 
there are only four independent quantities to be measured: pressure, velocity, and two flow 
direction angles. Figure 2 shows the front view of the probe tip, showing the central port on 
the central face, and the three side faces containing the three side ports. The three side faces are 
angled away from the central face at 45 degrees to give maximum angular sensitivity at small 
incidence angles. The four pressure ports or tappings are labelled A, B, C and 0. One can 
appreciate the small scale that the computational model represents by these large circles indicating 
the pressure tappings. The positive location of flow separation at the edges of the pressure faces 
as a result of using a pyramidal shaped tip rather than a spherical or ellipsoidal tip, insures 
minimal sensitivity to Reynolds number variation9. 

Two measurement techniques are usually employed in the use of such probes. One is to orient 
the probe until the readings on opposite side holes are balanced, thus indicating the flow direction. 
This is referred to as null-balancing or nulling. Another technique is to fix the position of the 
probe, with the flow direction, velocity and pressure being calculated from the various hole 
pressures using calibrated data. Some probes use a combination of the two techniques, and the 
advantages and disadvantages of each are discussed by Bryer and Pankhurst9. The Cobra probe, 
under study here, measures flow quantities using a calibration technique. Extensive calibration 
data has been generated for this probe, its usage extending to flows up to 110 m/s, up to a yaw 
and pitch angle range of ±48 degrees17. In this paper it was shown that the pressure response 
of the Cobra probe was insensitive to Reynolds number variation up to this high velocity. 
Hooper and Musgrove17 also demonstrated the use and effectiveness of. the probe in a typical 
industrial flow situation, namely in a highly turbulent wake region, and the feasibility of 
manufacturing the probe as a low cost, portable measuring system for industrial type flows. 
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The aim of this paper is to study the detailed flow behaviour around the multi-hole Cobra 
probe computationally. The main objectives are: 

(1) to perform Navier-Stokes computations of the three dimensional flow around such a 
probe at various pitch and yaw angles using a finite volume numerical scheme; 

(2) to demonstrate the capability of the numerical methods to capture the detailed solution 
of the flow by quantitatively comparing the results to experimental calibration data and 
qualitatively comparing the results to available oil film visualisation results; and 

(3) to investigate the various flow structures, separation, vortex formation and surface pressure 
distributions as a function of pitch and yaw angles by detailed examination of the computed 
flows. 

The CFD code to be used is described below, with emphasis on the fact that this code is a 
very general piece of software that can solve a large variety of industrial type flows. An outline 
of the procedures employed in generating the computational grid will also be given. Detailed 
discussion of the computational results then follows. 

COMPUTATIONAL FLUID DYNAMICS 

The flow around a pyramidal shaped multi-hole probe even at low angles of orientation and 
low Reynolds number features complicated flow separation behaviour and vortices, with viscous 
effects playing a major role on the flow structure. An accurate numerical prediction of the flow 
requires the solution of the incompressible Navier-Stokes equations. The fluid flow around the 
probe is solved using a CFD code, RANSTAD (Reynolds Averaged Navier Stokes Solver for 
Aerodynamic Design). RANSTAD was developed for complex industrial flows, and is suitable 
for laminar or turbulent flows, in 2-D or 3-D. It handles both incompressible and compressible 
flows, and can also solve for temperature, enthalpy and two-phase behaviour18. It can solve for 
internal flows such as through ducts, coal classifiers and spin driers, and external flows, i.e. 
around wing body junctions, automobiles and buildings. RANSTAD uses a k-ε turbulence 
model to provide the Reynolds stress predictions19. A one- or two-layer wall function20 is 
implemented with these models to avoid the need for very fine grids adjacent to solid surfaces. 
A higher order finite volume discretisation scheme21 with inbuilt limiters combines robustness 
with higher-order accuracy on relatively coarse grids. Two phase flow simulations are modelled 
using an Eulerian formulation22. 

The code uses a non-orthogonal boundary fitted coordinate grid system23. The momentum 
equations are solved for the velocity components on a non-staggered grid, i.e. all variables U, 
V, W, P are stored at the centroids of the mass control volumes. The velocity components in 
fixed Cartesian directions are treated as scalars after the transformation from physical coordinates 
to computational space coordinates. Because of this the discretisation procedure can be illustrated 
using the scalar advection-diffusion equation as a prototype equation to be solved2. Writing it 
in Cartesian coordinates gives: 

(1) 

or in a more convenient form, 

(2) 

where Fi the total (convective + diffusive) flux is given by: 

(3) 
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Equation (2) is discretised using a control volume formulation in generalised coordinates space, 
wherein the control volume is a unit cube. The metric information needed to relate the physical 
coordinate system to the computational space system is represented by area vectors24, giving: 

(4) 

where An is the area vector corresponding to the nth face of the control volumes in physical 
space. Vc is the actual volume of the control volume in physical space. 

First order derivatives in the governing equations are evaluated using four-point asymmetric 
discretisation24 to retain high accuracy on coarse grids. Second derivatives are evaluated using 
three-point symmetric formulae. Each governing equation is sequentially relaxed to update one 
of the primitive variables. A velocity potential correction is introduced to satisfy continuity and 
upgrade the pressure using a modified SIMPLEC algorithm25. The Rhie-Chow26 momentum 
interpolation method is used to prevent chequerboard oscillations in pressure and velocity, since 
using a non-staggered grid and centered differences can effectively decouple the odd and even 
grids. A strongly implicit procedure (SIP) scheme is used to upgrade the velocity components 
and the velocity potential. 

Grid generation 
The CFD code used to solve the 3-D fluid flow around this probe required a structured, single 

block grid27 in a body fitted coordinate system. Single block meaning that the grid maps the 
entire physical domain onto a single computational box. Structured in the sense that grid point 
coordinates can be identified by increasing sequences of integers, i.e. there is a constant number 
of control volumes in each of the 3 spatial coordinate directions28. Therefore the computational 
grid is referred to as being topologically cuboidal. The 3-D grid is constructed by stacking 2-D 
grid surfaces, these surfaces being slices through the probe cross-sectional area. Stacking of 
surfaces have been used widely, i.e. in papers by Chang29, Chen et al.30, and Hoist and Thomas31. 
Algebraic methods of grid generation are used to construct the individual 2-D grid surfaces. 
After stacking, the resulting 3-D grid is smoothed or refined by applying partial differential 
equations based on Laplace equations. These equations are one of the more common differential 
models used for grid coordinate generation32. 

On each 2-D slice, the multisurface method33 is applied to twelve separate blocks or sections 
of the grid. In each block the multisurface method is used with two intermediate surfaces, one 
of which is adjacent to the probe surface to produce a grid which is locally near-orthogonal to 
the solid body. The bounding curves defining the domain and the solid surfaces are represented 
by Hermite splines34 for ease of geometry specification. Grid point clustering near the solid 
surfaces is accomplished by distributing the points along the bounding curves using 
one-dimensional stretching functions. An example of a 2-D surface of the grid through the probe 
cross section is shown in Figure 3a. 

After stacking the 2-D grid slices to form the 3-D grid, the existing grid has a large number 
of regions where grid overlap and highly skewed grid cells occur. This seems to be a common 
occurrence in 3-D grid generation methods, especially where 2-D grids are combined to form 
3-D grids35-36. Here, the existing grid is improved in terms of smoothness and orthogonality 
by applying an elliptic generation system based on the Laplace equations23-32: 

(5) 
Forsey37, Jameson and Baker38 have used elliptic grid generation systems to act as a smoother 
to an existing grid. The governing differential equations in physical coordinates are presented 
conveniently by Warsi32. They are: 

Dxi = 0 (6) 
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where the operator D is given by: 

Here, use is made of the following quantities: G1 = g22g33 - (g23)2 , G2 = g11g33 - (g13)2, 
G3 = g11g22 - (g12)2

, G4 = g13g33 . G5 = g12g23 - g13g22- G6 = g12g13 - g23g11, where gij are 
the covariant components of the metric tensor, i.e.: 

Equations (6) are discretised using centered-difference formulae24, and a successive 
over-relaxation scheme (SOR) is used to solve the system of equations iteratively. Added control 
for the grid refinement is achieved by letting the SOR relaxation factor be a function of spatial 
position, since different degrees of smoothing and grid clustering are required at various parts 
of the computational domain. Discrete grid points, namely those representing the solid probe 
geometry have fixed positions. A sample grid is shown in Figure 3b. 

Boundary conditions and grid resolution 
Inlet Dirichlet boundary conditions of velocities are imposed on the windward side of the 

computational domain. The leeward control volumes have outlet pressure boundary conditions. 
Whether a control volume is an inlet or an outlet is governed as a function of the probe pitch 
and yaw angles relative to the flow. The probe itself is composed of solid control volumes except 
for the four pressure ports, in which the fluid behaviour inside are modelled to one diameter in 
depth. Zero flow Dirichlet boundary conditions are then placed at the bottom of these ports. 
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There are several possible sources of errors that can affect the accuracy of the solution when 
using a numerical computation. Two that are worth mentioning here are grid resolution and 
boundary condition errors. These two factors are very much inter-related in this investigation. 
The probe is a very complicated geometry, with the tip containing several angled facets and 
sharp edges that needs to be closely modelled. Therefore, sufficient grid points are necessary 
near the tip to accurately resolve the near wall flow behaviour. This includes the prediction of 
the separated flow which occurs are certain angles of orientation. On the other hand, a sufficiently 
large computational domain is necessary to correctly apply the appropriate far-field boundary 
conditions, free of any disturbance created by the probe. Since the computational memory 
requirements are fairly substantial there has been a compromise in the maximum number of 
grid points utilised in this calculation. The computed results have indicated so far that the 
computational grids that have been used are sufficient to predict the detailed velocity and pressure 
distributions around the probe, but certainly more accuracy will be achieved if the capability 
to add more grid points closer to the surface is obtained. Future computational investigations 
will, possibly, involve a composite grid/composite solution scheme, whereby a complete 
computational mesh around the probe tip is embedded in another complete computational mesh, 
with this larger mesh encompassing a larger domain of interest39. The larger, less refined, mesh 
can have boundary conditions imposed on it without the disturbance caused by the probe. The 
(time dependent) boundary conditions for the inner mesh is then provided by the current solution 
of the outer mesh at every iteration. This scheme will require far less computer memory than, 
say, merely doubling the number of grid points on the original large mesh. Increased accuracy 
will result due to the larger number of grid points clustered closer to the surfaces. 

RESULTS 

Two computational grids were used in the calculations. The first has 44 x 39 x 56 grid cells, 
and the domain boundaries were at least 20 times the probe width away from the tip. The second 
has 44 x 39 x 57 grid cells, and the domain boundaries were at least 7 times the probe width 
away from the tip. This second grid was used as the form of grid refinement, because increasing 
the number of grid points further was going to place too much of a burden on the computational 
memory requirements. The re-distribution and re-clustering of more grid points closer to the 
solid surfaces was done instead. The first grid was sufficient to confirm the results of the 
experimental calibration data, but the second grid, with a larger number of grid points clustered 
closer to the tip, gave better resolution of the detailed flow adjacent to the tip. The computations 
required approximately 900 global iterations to reduce the rms residuals to below 1 x 10 -9. 
The results that will be presented here correspond to the probe being immersed in a uniform 
freestream velocity of 16 m/s, with a Reynolds number of 2 x 103 based on the tip width. For 
this Reynolds number a laminar model is used. Turbulent cases have also been investigated 
using a k-ε turbulence model. The results for these turbulent cases also show good agreement 
with experimental calibration data, and the pressure distribution and flow patterns are not unlike 
the ones using a lower Reynolds number. 

An appropriate way of verifying the computational results is by comparing them to the 
experimental calibration data for the probe. The experimental calibration procedure used by 
the CSIRO is described in greater detail by Hooper and Musgrove17. The pitch and yaw angle 
of the probe is varied in the range between ±48 degrees. The probe tip was positioned in the 
potential core of an air jet formed from a pipe nozzle. Two pipe diameters were used, a 50 mm 
i.d. and an 80 mm i.d. pipe. The central jet region composed of one half of the pipe diameter 
showed less than 0.5% variation in the mean dynamic pressure when measured using radial 
traverses (using a hot wire probe). Data acquisition software is utilised to record the probe 
pressure responses using a dedicated personal computer. In actual usage of the probe in an 



432 M. M. DE GUZMAN, C. A. J. FLETCHER AND J. D. HOOPER 

unknown flow the recorded data sets are interpolated to provide the magnitude and direction 
of the mean velocity vector and the local dynamic and static pressure. 

The gross flow behaviour for various pitch and yaw angles of the probe are illustrated in 
Figure 4. In this figure the trajectories of massless particles injected into the flow is used as a 
visualisation aid. The flow is going from right to left. When the probe is facing head on to the 
flow, it has a pitch angle of zero and a yaw angle of zero, Figure 4a. A rotation along the shaft 
axis is represented by a change in yaw angle, Figure 4b. A tilt of the probe head corresponds 
to a change in pitch angle, Figure 4c. The general case is illustrated as a combination of pitch 
and yaw angles, Figure 4d. 

The experimental calibration data is presented in the format of calibration charts as shown 
in Figure 5. Four pressure response surfaces (corresponding to the four pressure ports) are 
obtained as a function of the two variables pitch and yaw. The two dimensional curves shown 
in Figure 5 represents a cut through these surfaces at a constant pitch angle. The horizontal 
axis shows the yaw angle increments. The vertical axis shows the non-dimensionalised pressure 
value, Cp. The four curves represent the pressure response of the four pressure ports as the yaw 
angle is varied, at a constant pitch angle. The computational investigation followed the format 
of these calibration charts. The solution of the fluid flow around the probe was solved for pitch 
and yaw angles varying in the range ±48 degrees, in twelve degree increments. In Figure 5, the 
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curves represented by solid lines are the computational results, and the symbols represent the 
experimental results. The labels A, B, C and 0 for the four pressure ports (see also Figure 2) 
identify the computational results (solid line curves). Since the pressure ports in the computational 
model are composed of several grid control volumes, the simplest way to calculate the pressure 
value was to average the individual cell values. It is seen that there is good overall agreement 
between the computations and the experiments. The discrepancies that occur do so at the higher 
values of pitch and yaw angles, and on the pressure ports that are on the leeward side faces 
with respect to the flow. For example, looking at Figure 5a it is seen that the discrepancies 
occur for pressure ports A and C. When the pitch angle is zero and the yaw angle is increased, 
these two pressure faces are oriented away from the direction of the flow. It is perhaps the local 
separation (that is, the more complicated wake region) that occurs on these faces that contribute 
to the inaccuracy of the comparison. Looking at Figure 5b a similar situation is evident in the 
readings for pressure port B, although the discrepancies here are not too significant. Port B is 
the leeward facing face when the pitch angle is increased to 42 degrees. Again it is surmised that 
the more complicated reversed flow regions on this face lead to the discrepancies between the 
experimental and computational results. 

The following results will concentrate on the detailed flow at the probe tip. Going through 
the various pitch and yaw configurations present in the two calibration charts, various 
orientations of the probe will be used to illustrate the general flow patterns that occur around 
the probe tip. Some of these cases highlight fairly extreme conditions of pitch and yaw angles 
of the probe, including those which exhibit some discrepancies in the calibration chart 
comparisons. 
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In experimentally visualising the flow around three dimensional bodies and the interaction 
of the fluid with the surface of the body, use is often made of the surface oil film technique40. 
The body is coated with a special oil film, and flow patterns form on the surface when the body 
is exposed to an air flow due to the frictional forces which carry the oil along. The remaining 
oil pattern on the surface gives an indication of the behaviour of the flow. These patterns are 
useful in flow visualisation of three dimensional separated flow off solid surfaces. The exact 
composition of the oil mixture used in such experiments vary greatly in the available literature, 
but a combination the authors have utilised is kerosene, oleic acid, titanium dioxide and 
fluorescent powder41. The kerosene and oleic acid control the viscosity of the mixture, and the 
titanium dioxide and fluorescent powder provide the streak patterns. A preliminary experimental 
investigation, using such a technique, was undertaken at CSIRO. The experiments were done 
using a 5 to 1 larger prototype model of the probe, with the pressure ports temporarily blocked. 
The surface of the probe was coated with a smooth black paint finish to improve the visual 
resolution. The pipe nozzle used in the original calibration procedures was used to provide the 
uniform flow source. Due to the relative size scales involved, i.e. the size of the available model, 
the particle sizes of the titanium dioxide (0.2 microns), the experiments had to rely on a certain 
range of flow rate from the nozzle to produce reasonable streak patterns. Therefore, the 
experiments were carried out at a higher Reynolds number (Re = 1 x 104) than the computations 
(Re = 2 x 103). The technical considerations meant that several factors contributed to the 
experiments being slightly non-identical to the numerical simulations. The large probe prototype 
itself was of slightly different geometrical features at the probe shank and stem to the smaller 
probe models that were incorporated in the numerical modelling, although this should not affect 
the gross flow separation patterns adversely. The surface finish of the experimental model was 
another factor which should give little difference in the results between the computations and 
experiments. The Reynolds number variation was a factor which had to be considered when 
comparing the computational results to the experiments, since this affected critical details such 
as the point of separation. The handful of cases that have been done show very favourable 
agreement with the computational results, giving the authors increased confidence in the 
computational procedure. 

The flow around the Cobra probe tip is characterised by three-dimensional flow separation, 
hence use is made here of computed surface particle pathlines to provide the computational oil 
streaks. The description of the flow behaviour using these streak patterns are facilitated by 
exploiting topological features following Perry and Chong42, Tobak and Peake43. Their approach 
relies on treating the flow field as a continuous vector field, and identifying the location and 
type of so called singular or critical points. Here the interest is in the types of critical points 
that occur on the surface of a body, i.e. two dimensional critical points. These critical points 
are the prominent features of the three dimensional flow around the body, identifying the 
distinguishing characteristics of the flow. For example, a necessary condition for flow separation 
is the convergence of the oil streak lines onto a particular line. Chapman and Yates44 state that 
the description of three dimensional flows using topological concepts requires the treatment of 
four areas: 

(1) The types of critical or singular points that can occur in a two dimensional field. 
(2) The global properties to which the patterns of these critical points must conform. 
(3) The extension of the two dimensional critical points into the third dimension, such as in 

separated flow; and 
(4) The use of bifurcation theory to describe the changes that can occur in the topological 

features. 
Chapman and Yates gives an extensive review of these four concepts in their paper. Here, a 
brief description will be given only of the relevant areas which will assist in studying the flow 
around the probe. 

Firstly the classification of critical points in a two dimensional vector field are reviewed. A 
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critical point is a point at which the magnitude of the vector is zero. In two dimensions, the 
critical points are classified into two main types, namely nodes and saddle points. Nodes are 
further classified into two sub-types, namely nodal points and foci. A nodal point is a point 
common to an infinite number of streak lines. A focus is where an infinite number of streak 
lines spiral around a singular point. A saddle point is characterised by two lines that intersect 
at a singular point. One of these has vectors directed at the singular point, the other has vectors 
directed away from the singular point. All other neighbouring lines miss the singular point and 
are asymptotic to these two lines, called 'separatrixes'. 

Chapman and Yates present the mathematical reasoning why these two dimensional critical 
points (i.e. nodes, foci and saddle points) can lead to extensions into the flow off the surface, 
that is, into conclusions about three-dimensional critical points associated with two-dimensional 
critical points of the skin friction vector field on the surface. This then provides a means of 
understanding separation from the surface. When the streak lines are directed away from the 
nodal point, it is called a node of attachment, i.e. there is a vector trajectory from off the solid 
surface which pass through the critical point. When the streak lines are directed towards the 
nodal point, it is called a node of separation or detachment. Therefore there is a trajectory 
leaving the surface at that point. A node of attachment is usually a stagnation point on a forward 
facing surface of the body. A focus of attachment is one which spirals away from it, and a focus 
of separation is one which spirals into the singular point. In a saddle point, the vector lines near 
one of the separatrixes converge on that separatrix and it behaves in the manner of a line of 
separation. The vector lines near the other separatrix diverges from it and it behaves in the 
manner of a line of attachment. 

Using global rules and properties that govern the relationship between the critical points 
when they occur on a surface of a body, one can establish a hypothesised description of the 
three-dimensional flow that occur around that body. For the purposes of this paper, only the 
identification and classification of the more interesting critical points will be attempted, since 
the probe as a whole is a complicated geometry with a large number of flow features that occur 
all the way around the probe shaft. An example of these flow features is the formation of leeward 
side vortices on the side of the probe which will be presented later in this paper, Figure 12. The 
important geometric features that will be examined closely are the pressure faces at the probe 
tip, since these directly influence the local flow behaviour and pressure readings. The calibration 
charts show that the leeward faces, those which have flow separation occurring, are the regions 
which show discrepancies in the pressure readings. Hence, only the flow patterns on the surfaces 
of the probe tip, in the vicinity of the pressure ports, will be presented. This will concentrate 
the discussion on the area of greatest importance, the pressure reading characteristics of the probe. 

The first discussion centers on the onset of separated flow on the pressure faces at the probe 
tip as the inclination to the flow increased in small increments. The description of three 
dimensional separated flow behaviour is governed not only by the identification of the critical 
points, but also the manner in which these topological features originate and change from one 
form to another as the parameters of the flow is changed, for example changes in angle of attack, 
Reynolds number or geometry modifications. Figures 6a to 6e illustrate the computational oil 
streak patterns calculated from the numerical flow solution as the pitch angle is kept at zero 
degrees and the yaw angle is increased from 0 to 48 degrees, in increments of 12 degrees. Recall 
that in this front view representation of the probe tip the three side faces are angled away from 
the central face at 45 degrees, see Figure 2. Therefore, as the yaw angle is increased face A 
turns into the flow (becomes the windward face) and face C increasingly becomes a leeward 
facing face, see Figure 4b. The arrows on the streak lines indicate the direction of the flow. 
Figure 6a shows the computational oil streaks on the faces of the probe tip for the case pitch = 0°, 
yaw = 0°. For this case, where the flow is hitting the probe straight on, a single node of attachment 
is seen, indicating the stagnation point of the flow. All streak lines originate from this node. 
The fluid then flows in a smooth, attached fashion towards the rear of the probe. No separation 
off the faces is yet apparent. The experimental surface oil streak pattern on the probe tip for 
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the case pitch = 0°, yaw = 0° has been examined by the authors, and is virtually identical to 
the computational pattern. The streak pattern has the distinct node clearly seen at the stagnation 
point. All the lines originate from this node, then flow in an attached fashion to the rest of the faces. 

Tobak and Peake43 espouse use structural stability and bifurcation theory to satisfactorily 
provide the flow description, while Chapman and Yates44 also give a description of structural 
bifurcation theory. The pattern of streak lines on a surface such as in Figure 6a is called the 
phase portrait or the surface shear stress vector field. Two phase portraits have the same 
topological structure if a mapping from one phase portrait to another preserves the topological 
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structure (e.g. the number and types of critical points). A way to imagine such a preservation 
of structural structure is if the phase portrait is on a surface made of rubber sheeting. Then, any 
stretching of the surface without tearing or folding preserves the relevant singular or critical 
points. In defining structural stability, if a small change in the relevant flow parameters in a 
phase portrait which has the same topological structure as the previous one, then the phase 
portrait is said to be structurally stable. Increasing the yaw angle to 12 degrees, Figure 6b, does 
not alter the topological structure. The attachment node has merely shifted to the right. All 
streak lines originate from the one nodal point of attachment (i.e. the stagnation point) and 
continue on in an attached fashion around the faces. In Figure 6c, the yaw angle is further 
increased to 24 degrees, and still the flow is everywhere attached. The stagnation point has 
shifted more to the right, and is now at the edge between the faces. The topological features are 
still unchanged. Therefore the phase portrait has remained structurally stable so far. 

As the yaw angle reaches 36 degrees the angle of attack reaches a point such that the flow 
develops instabilities on the leeward face, face C, Figure 6d. There is a distinction between 
structural stability and asymptotic stability of the flow. A flow has asymptotic stability if small 
perturbations from it decay to zero as time goes to infinity. Tobak and Peake43 also distinguishes 
between local and global instabilities. A local instability does not alter the topological structure 
of either the phase portrait of the surface shear stress vector or the three dimensional velocity 
vector field. A global instability permanently alters both vector fields. If an (asymptotic) instability 
is one which does not alter the topological structure of the phase portrait then the convergence 
of streak lines onto one or several lines can only be a local event in the phase portrait, hence 
these particular lines are called local lines of separation. The leeward streak lines in Figure 6d 
tend to converge to a particular streak line. This particular line is labelled a local line of separation 
since the topological structure has remained unchanged, and the streaks are still emanating from 
the same attachment node. 

When the yaw angle has reached 48 degrees the leeward flow has bifurcated to the portrait 
shown in Figure 6e. A (structural or asymptotic) instability which alters the phase portrait and 
changes the topological structure, resulting in the appearance of a saddle point in the streak 
patterns, is a global event in the phase portrait and hence the line emanating from the saddle 
point is labelled a global line of separation. Changes in the topological structure give rise to 
the notion of bifurcation. Structural bifurcations are those bifurcations that add critical points 
or change the structure of the critical points in the phase portrait. Bifurcations in the topological 
features can occur in three ways: 

(1) new critical points appear; 
(2) a critical point divides into multiple critical points; and 
(3) critical points occur on a singular line due to a symmetry breaking structural bifurcation. 

In Figure 6e the fluid still proceeds smoothly across the faces from the stagnation point until it 
hits face C. This face is very much on the leeward side of the body in this particular probe 
orientation. The attached streaklines converge onto a single line, which could be taken as 
evidence of flow separation. Beyond this separation line the streak patterns indicate reversed 
flow regions, with saddle points and a couple of lines which are asymptotic to other lines. This 
situation is classified as one of global separation, since the instabilities present in the flow have 
managed to alter the structural stability of the surface shear stress vector field to produce a 
different phase portrait than before. This case has been investigated using the experimental oil 
film technique. The streak lines on the windward side of the tip show an identical pattern, 
indicating the position of the attachment node. However, the patterns on face C are not as 
clearly distinguishable as the computational results, and a thin deposit of oil is seen just after 
the edge between face C and face O. This indicates that since the oil is not carried along by the 
fluid frictional forces, separation must have occurred right at the edge itself. This differs from 
the computations which indicate separation about a tenth of the way past the edge. This 
discrepancy could be due to the Reynolds number variation, since a lower Reynolds number in 
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the computations would allow the more laminar flow to remain attached to the surfaces further. 
The effects of numerical diffusion in the computational procedures could also serve to predict 
a slightly different separation point. 

The preceding series of phase portraits on the probe tip, Figures 6a-6e, illustrates the flow 
patterns that occur during the calibration procedure that produced the chart in Figure 5a. It is 
seen that as the yaw angle becomes more severe, the flow patterns become more complex, with 
global separation starting to be present. Associated with this is the appearance of discrepancies 
between the computations and the experiments in Figure 5a. It is fairly clear that the computed 
pressure solution on the leeward faces (face C and face A) are slightly different to the 
experimentally measured pressure readings at these higher angles. Therefore, the accuracy of 
the solutions is most likely affected by the separated flow, and closer agreement should be 
achieved by increasing the accuracy of the computations by perhaps using a more refined grid 
mesh in the vicinity of the separation regions, than is possible here. The composite grid scheme 
mentioned earlier should be able to give increased accuracy in future investigations. 

Shown in Figures 7a to 7e are the phase portraits for a constant pitch angle of 42 degrees, 
with the yaw angle increasing from zero to forty-eight degrees in twelve degree increments. 
Figure 7a is the situation where starting from the pitch = 0°, yaw = 0° case (Figure 6a), the 
pitch angle was increased by tilting the probe downwards by 42 degrees. The stagnation point 
is indicated by the position of the attachment node in the upper part of face 0. The flow goes 
smoothly downwards, then converges to a separation line (a line which other lines converge 
onto) on face B. For this probe orientation face B is the leeward face, see Figure 4c. A saddle 
point of separation and reverse flow regions are evident on this surface. The flow is clearly 
separating on this leeward face, with evidence of asymmetry in the flow pattern. This could be 
due to unsteadiness in the separated wake region. The phase portrait has changed from that of 
Figure 6a, bifurcation has occurred, therefore the topological structure has been altered and a 
situation of global separation exists. The experimental oil streak pattern for this case pitch = 42°, 
yaw = 0° shows that the oil film mixture has gathered in a thin strip just after the edge joining 
face 0 and face B. Since the oil film is not being carried along by the frictional shear forces then 
it can be concluded that the flow has separated at this point. The computational results predicts 
the separation point to be slightly more to the leeward side of face B, further down from the 
sharp edge. Beyond this separation region the pattern is not as clearly discernible. Again the 
Reynolds number variation between the computations and experiments probably contribute to 
the difference in the point of separation, as well as the effects of numerical diffusion. The 
experiments, corresponding to the higher Reynolds number, indicate a separation pattern 
occurring nearer to the sharp edge which is the expected trend. The experimental oil film steaks 
on faces 0, A and C do show an identical pattern to the computational results. 

Figure 7b shows the phase portrait after an increase in yaw angle by 12 degrees. The attachment 
node has shifted slightly to the right, and the streaks still flow in a smooth attached fashion 
along faces 0, A and C. Face B still exhibits the line where all the other lines converge onto. 
The saddle point has shifted slightly to the right. There is a nodal point of detachment to the 
left of the saddle point which was not apparent in Figure 7a, so that the appearance of this 
critical point signifies a bifurcation of the phase portrait. Reversed flow is clearly occurring on 
face B. Figure 7c (pitch = 42°, yaw = 24°) exhibits an unchanged phase portrait after increasing 
the yaw angle. The phase portrait has remained stable since no changes in the topology has 
occurred. The node of attachment or stagnation point has moved slightly to the right as a 
consequence of the increase in yaw angle. The flow is still attached on faces O, A and C. Face 
B still has the topological features of a node (of detachment) and a saddle point. The node has 
moved to be just above the saddle point. This node-saddle point combination on face B is a 
clear sign of flow separation on this face. Increasing the yaw angle to 36 degrees, Figure 7d, 
does not alter the stability of the phase portrait. Exactly the same topological features are 
displayed, with only a minor shifting in the placement of the critical points evident. 

Eventually, the increase in yaw angle results in breaking the stability of the portraits and 



INVESTIGATION OF COBRA PROBE OPERATION 4 3 9 

structural bifurcation occurs. At a yaw angle of 48 degrees, Figure 7e, the topological features 
have changed dramatically. The node of attachment or stagnation point is still present. The 
flow on face C is not fully attached anymore, with a node-saddle point combination signalling 
the presence of global separated flow off this face. On face B the detachment node and saddle 
point have disappeared, replaced with an attachment node. At this high yaw angle the flow at 
the probe tip comes around from the left of face B and flows in the reverse direction to the main 
flow, going from left to right on the surface of face B. The main flow attaches to the right hand 
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portion of face B as seen through the attachment node, but this main flow meets the strongly 
reversed flow and is forced to change direction. 

The preceding phase portraits just presented, Figures 7a-7e, illustrate the flow cases used to 
generate the calibration chart in Figure 5b. The flow becomes more complicated as the orientation 
angles are increased, giving rise to separated flows on the leeward faces, namely face B in this 
case. The discrepancies apparent in the calibration chart, Figure 5b, are not very significant. 
The numerical procedure in these cases seems to have captured the pressure solution very 
accurately. 

As a further guide to visualizing the flow behaviour the three dimensional trajectories of 
massless particles injected into the flow are shown in Figure 8 for the case pitch = 42°, yaw = 0°. 
Figure 8a shows the front view of the probe face and Figure 8b shows the side view. The 
streamlines show the fluid flowing smoothly downwards past face 0 and separating at the edge. 
The exact point of separation is indicated in Figure 7a. The recirculating region adjacent to the 
pressure port at face B is seen to be a three dimensional phenomena, with the flow not only 
swirling in the y-z plane but also in the x-y plane. 

Figures 9a, 9b and 9c show the computed pressure distribution on the surface of the probe 
tip for three pitch and yaw cases, keeping the pitch angle at zero degrees while varying the yaw 
angle. Considering Figure 9c, pitch = 0°, yaw = 48°, as a typical example, the stagnation point, 
as expected, is indicated by the region of highest pressure. The position of the stagnation point 
corresponds to the nodal point of attachment indicated by the oil streak patterns in Figure 6e. 
There is a pressure decrease going from the windward to the leeward areas. The lowest pressure 
is apparent just off the edge of the leeward face, face C. There seems to be a pressure recovery 
further down this leeward face. The most striking feature of these diagrams is the large pressure 
variations across the surface of this pressure probe, across the faces and across the pressure 
holes themselves. Attached to each figure is an x-y plot showing the extracted data along the 
line X1-X2 to further highlight the pressure distribution variation. The three symbols represent 
the experimental data (from the calibration data sets) from the three pressure ports. This x-y 
plot reveals the amount of sensitivity of the probe pressure response to the geometric design of 
the probe. It can be seen that the pressure gradients are fairly steep, and the accurate positioning 
of the pressure ports is critical in getting the desired pressure response, because the smallest 
misalignment leads to a different pressure reading. These high pressure gradients also create an 
ambiguity in the computational modelling, since several pressure values are calculated that spans 
a single pressure tapping, because there are several grid points in each area that a pressure 
tapping encompasses. These values are simply averaged due to lack of an alternative procedure. 
The experimental pressure readings of course only gives a single pressure value per tapping. 
This could be another factor that contributes to the small discrepancies in the calibration chart 
comparison, Figure 5. 
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The computational oil streak patterns and streamlines have been useful in visualising the flow 
around the probe tip which has a variety of complicated three dimensional features. The pressure 
distribution on the probe surfaces have been shown, revealing high pressure gradients that are 
present. The separation regions on the pressure faces have been clearly identified using topological 
concepts as the pitch and yaw angles are increased. These complex separation regions might 
explain some of the discrepancies in the comparison of the calibration data, Figure 5. The 
computational results are perhaps less accurate in these regions, and the pressure solution is 
affected. On the other hand, the accuracy and reliability of the experimental pressure readings 
are also affected by the flow separation. All these factors, coupled with the very high pressure 
gradients present in the probe surfaces, all contribute to the combined errors that are possibly 
showing up as small discrepancies in the results. 
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As mentioned in the introduction, an advantage of doing a computational simulation compared 
to physical experiments is that the flow behaviour at all points in the domain becomes known, 
not only in discrete areas. An investigation of the flow behaviour around the probe head also 
reveals some interesting flow phenomena. As seen in Figure 4, a way of visualising 
three-dimensional fluid flow solutions from a numerical simulation is to inject massless particles 
into the flow and to integrate to obtain the particle trajectories. These serve as three-dimensional 
streamlines. Figure 10 shows the top view of the probe head, with the flow visualised by such 
streamlines. The flow orientation is pitch = 0°, yaw = 0°. The particles were released from points 
very close to the solid surface of the underside of the probe, with the majority being entrained 
into the vortex like flow which occurs a short distance away from the angled faces. The particle 
trajectories indicate that the flow coming from the underside becomes entrained into a region 
above the probe which recirculates in a fairly large loop. Figure 11 shows the same situation 
with the particles released at the top of the probe. The flow goes past the angled faces A and 
C and separates off the probe shank. The form of separation is clearly observed as similar to a 
Werle-type separation45. The majority of the near surface flow behaviour at the top of the probe 
is reversed flow, due to the angled faces which act as ramps to the incoming flow. Some small 
scale vortices are also present at the top of the probe very near the point where the faces A and 
C intersect. A more complex flow pattern that occurs around the probe is shown in Figure 12, 
which illustrates a stable vortex flow phenomena occurring at the leeward side of the probe at 
pitch = 0°, yaw = 24°. This vortex formation was revealed in the course of the computational 
investigation. It is a flow feature which is perhaps undesirable with this pressure probe device, 
which is meant to cause minimum disturbance to the fluid flow as the pressure measurements 
are being taken. The pressure contours across this vortex is displayed in Figure 13. Here one 
can see clearly the pressure minima at the focus of the vortex, again demonstrating the amount 
of detail that a computational simulation provides. 

The revelation of the separation behaviour, the high pressure gradients on the surface, and 
the vortex phenomena around the probe demonstrates the usefulness of a computational fluid 
dynamics investigation. The large variation in the pressure distribution, Figures 9a-9c, was not 
easily inferred from the experimental calibration data, since only the four discrete pressure 
readings were available (the dots in the extracted x-y plots). Much more detail is acquired in 
the computed simulation, making a computational approach more suitable for design purposes. 
The relevant flow variables have been calculated at all points in the domain of interest. It is 
clearly seen that relocating the position of the pressure tappings will result in a different pressure 
reading, for example shifting the position of the pressure tappings along line X1-X2 alters the 
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pressure value. This then will yield slightly different calibration surfaces (or curves). Whether it 
is possible to produce a better probe design (by shifting the positions of the tappings and/or 
varying the geometry of the probe) can now be investigated, quite efficiently, by using this 
computational approach. It is a simple matter of varying the relevant geometry features and 
boundary conditions and seeing the corresponding flow solutions. A better probe design could 
possibly incorporate more easily interpolated calibration surfaces, more reliable measurements, 
and better resolution at higher pitch/yaw angles. It might also incorporate less disturbance to 
the flow being measured. Building experimental prototypes is a more expensive method of 
achieving this task. Clearly, in the area of engineering design, a computational approach gives 
one the capability to produce optimal designs efficiently, and the Cobra probe is only one 
example of such an apparatus that can be optimized. 

CONCLUSIONS 

The detailed flow around a multi-hole pressure probe has been studied from a computational 
viewpoint. The three-dimensional separated flow behaviour at the probe tip has been described, 
showing the topological features of the flow as the pitch and yaw orientation angles of the probe 
are varied. Separated flow occurring at the leeward faces for certain angles of pitch and yaw 
are visualised using computational oil streak patterns. The calculated surface pressure distribution 
reveals steep pressure gradients at the probe tip adjacent to the pressure tappings. Numerically 
integrated three-dimensional streamlines visualised the flow patterns around the probe head, 
showing separated flow behaviour at the sides of the heat probe, and vortex formation in the 
leeward side of the probe shank. 

The computational results based on the Navier-Stokes equations compare favourably with 
experimental results. The accuracy of the numerical computations have been validated 
quantitatively using experimental calibration data, and qualitative comparisons using preliminary 
oil film visualisation results have been favourable. The finite volume code RANSTAD is therefore 
suitable for solving the flow behaviour around the four-hole Cobra pressure probe. Comparison 
using the calibration charts demonstrate the capability of the numerical calculations as a useful 
method of verifying experiments, and generating computational calibration results for proposed 
designs in a time efficient manner. Computational flow visualisation results and pressure 
distributions demonstrate the profiency of the numerical simulation in undertaking detailed 
studies of complex flow devices for analysis and design purposes. Improved or optimal apparatus 
designs are feasible using this computational approach, and are economically viable. 
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